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1.0

Introduction

1.1

1.2

1.3

Table 1.

February 2016

About this Manual

Intel® Quark™ SoC is a next generation secure, low-power Intel Archltecture (IA)
System on a Chip (SoC) for deeply embedded appllcatlons The Intel® Quark™ SoC
X1000 integrates the Intel® Quark™ Core plus all the required hardware components
to run off-the-shelf operating systems and to leverage the vast x86 software
ecosystem.

This document describes the architecture and usage of the Intel® Quark™ SoC X1000
Software for Linux* kernel 3.14 with Quark modifications.

Introduction

The Intel® Quark™ SoC X1000 Software is a set of silicon enabling software that
exposes silicon features to a run-time kernel and user-space in a convenient manner.
Drivers that have been extended to enable Intel® Quark™ SoC are described in terms
of standard driver interfaces. Drivers that have been created to expose a particular
silicon feature are detailed in terms of their specific in-kernel and/or user-space API.

Intel® Quark™ SoC has standard x86 environment enumeration with legacy block and
PCI enumeration mechanisms that are highly compatible with previous silicon
configurations. Where possible, commercial off-the-shelf (COTS) drivers have been

used and/or modified to achieve maximum compatibility with minimum software code
churn.

Related Documentation
Table 1 lists the product documentation supporting this release.

Product Documentation

Title Number
® ™

{rI;taetlasrC])eueat;k SoC X1000 Datasheet 329676
Intel® Quark™ SoC X1000 Secure Boot Programmer’s Reference Manual 330234
Intel® Quark™ SoC X1000 Software Developer’s Manual for Linux* (this document) 330235
Intel® Quark™ SoC X1000 Board Support Package (BSP) Build and Software User Guide 329687
[Build & SW User Guide]
Intel® Quark™ SoC X1000 Software Release Notes 330232
Intel® Quark™ SoC X1000 UEFI Firmware Writer's Guide 330236

Standard Linux* documentation can be found at: www.kernel.org/doc/

Intel® Quark™ SoC X1000
Software Developer’s Manual for Linux*
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Table 2.

1.5

intel.

Intel® Quark™ SoC X1000—Introduction

Terminology
Terminology
Term Description
ADC Analogue to Digital Converter
BSP Board Support Pa_ckage - aset of silicon enabling softwa_re which enables and
enhances a run-time operating system kernel, such as Linux*.
DMA Direct Memory Access
EDK EFI Developer Kit
EFI Extensible Firmware Interface
EHCI Enhanced Host Controller Interface
eSRAM embedded SRAM
GIP GPIO I2C Peripheral
GPIO General Purpose Input/Output
12C* I-squared-C - a type of two wire communications bus
IMR Isolated Memory Region
LAN Local Area Network
MMC Multi Media Card
OHCI Open Host Controller Interface
PCH Platform Control Hub
SD Secure Digital Flash
SoC System on Chip
SPI Serial Peripheral Interconnect
SRAM Static Random Access Memory
STMMAC STMicroelectronics Media Access Controller
UART Universal Asynchronous Receiver/Transmitter
usB Universal Serial Bus
VLAN Virtual LAN
Conventions

The following conventions are used in this manual:

e Courier font - code examples, command line entries, API nhames, parameters,
filenames, directory paths, and executables.

¢ Bold text - graphical user interface entries and buttons

Intel® Quark™ SoC X1000
Software Developer’s Manual for Linux*
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2.0 Platform Overview

2.1 Platform Synopsis

Intel® Quark™ SoC X1000 is a next generation, secure, low-power Intel Architecture
System on Chip (SoC) for deeply embedded applications. As shown in Figure 1, Intel®
Quark™ SoC X1000 is comprised of a Intel® Quark™ Core processor with a host bridge,
PCIe expansion, a range of I/O interfaces, DDR3 controller, and an eSRAM block.

Figure 1. Intel® Quark™ SoC X1000 Block Diagram
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2.2 SoC Features

The main features relevant to the Intel® Quark™ SoC X1000 Software are as follows:
e Intel® Quark™ Core
— Intel® Pentium® compatible instruction set architecture (ISA)
— Time stamp counter register (TSC)
— Local APIC (LAPIC)
— MSR compatability CPUID family = 0x5 revision = 0x09
¢ Host Bridge
— 512k of fast access embedded SRAM (eSRAM)
— 8 x memory protection regions, called Isolated Memory Regions (IMRs)
— Thermal Sensor
e Legacy block
— 8254 Programmable Interval Timer (PIT)
— 2 cascaded 8259 Programmable Interrupt Controllers (PIC)
— High Precision Event Timer (HPET)
— IO-APIC
— Real Time Clock (RTC)
— GPIO x 8 - 6 in suspend well - driving NMI, SCI, or SMI
— Legacy SPI and Boot ROM
o Intel® Quark™ SoC X1000
— OCHI USB Host controller
— EHCI USB Host controller
— USB Device controller
— 2 x 16550 UART with DMA enhancements
— 2 x SPI Master interface
— I2C* Master interface
— 8 x GPIO interface (non-legacy)
— 2 x 100 Mbit Ethernet with external PHY
— eMMC/MMC controller interface

88§
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3.0 Software Overview

3.1 High-Level Software Architecture Overview

The Intel® Quark™ SoC X1000 uses many off-the-shelf software components to enable
product features. This aim is pervasive throughout the system in terms of Intel®
Quark™ Core, Host Bridge, and SoC components.

Intel® Quark™ SoC X1000 has two key categories of software deliverables:

e Extensions to existing Linux* device drivers to enable the Intel® Quark™ SoC
X1000

e Creation of entirely new drivers for Host Bridge-related functions

Figure 2. Software Architecture Overview
User-space
A i
v v
Network
Serial . /proc
GPIO Li /sys
TTY )
Block + FS Linux Kernel
Ethernet
SPI APIC + IO/APIC
12C LPC e?mm
GPIO 8259
USB Hogt + Device 8254 Thermal
UART HPET
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3.2

3.2.1

3.2.2

3.2.3

3.3

Linux* Support

Standard OS Drivers

The software delivery supports Linux. Many of the I/0 drivers, including USB, Ethernet,
UART, I2C, and SPI, are derived from existing upstream kernel components. (The
I2C/GPIO driver was created for Intel® Quark™ SoC X1000.) Driver modifications
maintain compatibility with existing software while enabling Intel® Quark™ SoC X1000
specific features.

See Table 3, “Intel® Quark™ SoC X1000 Hardware Interfaces and Drivers” on page 13
for details.

Host Bridge OS Drivers

Host Bridge silicon enabling software is specific to the Intel® Quark™ SoC X1000 and
as such has no formal operating system interface that exactly matches the conceptual
paradigms. For this reason, Intel® Quark™ SoC X1000 specific APIs and user-space
interfaces via sysfs and proc have been developed for the IMR and eSRAM interface.

Details on the interfaces for IMR and eSRAM configuration are provided later in this
document.

Bootloader Host Bridge Drivers

In order to facilitate secure boot, the reference bootloader grub v 0.97 with EFI
extensions has been modified to support setup and teardown of IMRs as appropriate to
transition from UEFI to run-time OS. Section 9.0, “Secure Boot Implementation” on
page 38 describes this flow.

User-Space Software Dependencies

To facilitate exposure of silicon features, the user-space component of the runtime
reference OS requires the following utilities:

e ethtool - customized version of ethtool updated to include registers exported by
the Intel® Quark™ SoC X1000

e ptpd - Precision Time Protocol Daemon

These utilities are included with the Intel® Quark™ SoC X1000 yocto layer.

88§
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4.0 Intel® Quark™ SoC X1000 Drivers
System on a Chip in the context of Intel® Quark™ SoC X1000 refers to peripheral
hardware south of the host bridge interface. SoC software drivers bind the hardware
interfaces into standard Linux* sub-systems. Linux* kernel baseline of 3.14 (or higher)
is required to ensure proper integration and compatibility of upstream reused kernel
drivers.
4.1 Overview
Table 3 lists the hardware interfaces implemented on Intel® Quark™ SoC X1000 and
identifies whether the associated driver is one of the following:
e standard (unmodified) off-the-shelf driver
e modified version of off-the-shelf driver, enhanced to enable Intel® Quark™ SoC
X1000 specific features
Note: Refer to the software sources to determine the complete list of modified or
added files as compared to the Linux* kernel baseline 3.14.
e created to be Intel® Quark™ SoC X1000 specific
Table 3. Intel® Quark™ SoC X1000 Hardware Interfaces and Drivers
o Intel® Quark™
Standard Modified
Hardware Interface Linux* Driver Linux* Driver Spse(::?fi)((:l[?g\?er
USB OHCI Controller Interface
USB 2.0 EHCI Controller Interface
USB Device Interface X
SD/MMC Controller Interface X
UART + DMA Interface X
SPI Master Interface X
I12C/GPIO Interface X
Intel Legacy Block GPIO X
IMRs
Ethernet Interface
4.2 USB OHCI Controller Interface Driver

February 2016

The standard Linux* OHCI driver is compatible with Intel® Quark™ SoC X1000. This
driver provides full USB host control and arbitration of the USB in OHCI mode.

To load this driver in Linux* as root, type:
modprobe ohci pci

Intel® Quark™ SoC X1000
Software Developer’s Manual for Linux*

Document Number: 330235-005US 13
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Once loaded, the OHCI driver provides access to USB 1.1 devices through either of the
USB host ports, thus enabling host controller interface with full speed and low speed
USB devices.

USB 2.0 EHCI Controller Interface Driver

The standard Linux* EHCI driver is compatible with Intel® Quark™ SoC X1000. This
driver has a prerequisite for the OHCI to be loaded before the EHCI driver is loaded.
Once loaded, the EHCI driver provides full host control and arbitration of the USB in
EHCI mode.

To load this driver in Linux* as root, type:
modprobe ehci pci
modprobe ohci hcd

Once loaded, the EHCI driver provides access to High speed USB devices through either
of the Intel® Quark™ SoC X1000 host controller ports.

USB Device Interface Driver

The standard PCH UDC driver (with the addition of Intel® Quark™ SoC X1000 PCI
vendor/device identifiers and quirks) is compatible with Intel® Quark™ SoC X1000.

Using the reference driver released in the software package, type:
modprobe pch udc
This loads the hardware driver.

To have the Intel® Quark™ SoC X1000 appear as a USB mass storage device to the
USB host machine, and assuming a suitable file exists at
/media/mmcl/floppy.img, type:

modprobe g mass_storage file=/media/mmcl/floppy.img

To have the Intel® Quark™ SoC X1000 appear as a serial device to the USB host
machine, type:

modprobe g_serial

The USB device hardware does not support alternative settings. Therefore the system
will not support gadget drivers that use this functionality. For example g-ether.

The X1000 contains only 3 endpoints. It will therefore can not support gadget drivers
that require more endpoints than this. For example g-muilti.

SD/MMC Controller Interface Driver

The standard Linux* MMC/SD driver (with the addition of Intel® Quark™ SoC X1000
quirks) is compatible with Intel® Quark™ SoC X1000. Once loaded, an MMC or SD
storage device appears as a standard Linux* block interface, upon which a file system
can be formatted and mounted.

This example loads the SDHCI PCI driver and MMC block device driver:

modprobe sdhci-pci
modprobe mmc_block

Once loaded, assuming the MMC card is partitioned and formatted, device entries
appear in /dev representing the partitions found on the MMC device.

Intel® Quark™ SoC X1000
Software Developer’s Manual for Linux* February 2016
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4.6

Note:

Note:

Note:

Note:

4.7

February 2016

HSUART Interface Driver

In the Intel® Quark™ SoC X1000 Datasheet, this is referred to as the high speed UART.

The standard upstream 16550 PCI UART will work with Intel® Quark™ SoC X1000, with
the addition of the relevant PCI vendor/device strings. The Intel® Quark™ SoC X1000
UART interface is 100% compatible with the standard 16550 register interface,
however, the standard driver does not support DMA.

The FIFO depth is 16 bytes and hardware flow control is included. The Intel® Quark™
SoC X1000 has two UARTs.

There is no support supplied for legacy I/O port access at addresses 0x3F8, 0x2F8,
0x3E8 or 0x2ES8.

Inside the PCI configuration space of each UART, a second PCI BAR exists pointing to
the DMA resource range.

A SoC-specific driver called intel quark hsuart dma is provided to enable DMA
operation. This driver is a thin glue layer that binds the upstream 16550 driver with the
upstream driver for the UART’s DMA controller.

This driver registers:
/dev/ttySo
/dev/ttySl

DMA operation is enabled by default. To disable DMA on a UART instance, add the
following kernel parameter:

e ttySO ==> intel_quark_hsuart_dma.uart0_dma =0
e ttyS1 ==> intel_quark_hsuart_dma.uartl_dma =0

When DMA mode is enabled, the UART does not support software flow control.

SPI Interface Driver

The Intel® Quark™ SoC X1000 SPI interface exports a standard SPI interface from
kernel-space to user-space. Two SPI master interfaces are available on Intel® Quark™
SoC X1000. To increase the number of devices that Intel® Quark™ SoC X1000 can
communicate with simultaneously, GPIOs are used to achieve multiplexing (also called
muxing) of the SPI master interface.

This muxing approach allows Intel® Quark™ SoC X1000 to communicate with up to
four SPI slave interfaces, with a maximum of two slave devices at any one time as
shown in Figure 3.

To load Intel® Quark™ SoC X1000 SPI driver, type:
modprobe spi-pxa2xx-platform
modprobe spi-pxal2xx-pci
modprobe spidev

GPIO pin selection is achieved by providing board-specific data in the file:

drivers/platform/x86/intel-quark/<boardnames>.c

Intel® Quark™ SoC X1000
Software Developer’s Manual for Linux*

Document Number: 330235-005US 15
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Once loaded, the master SPI driver populates entries in /dev as follows:
/dev/spidev0.0
/dev/spidev0.1
/dev/spidevl.0
/dev/spidevl.l
The format is /dev/spidevX.Y where:
e X indicates the master interface

e v indicates the slave interface

Figure 3. Multiplexing using Intel® Quark™ SoC X1000 SPI Driver

SP1Slave 0 5PI Slave 1

SPI Driver

MOSI MISO SCK CS MOSI MISO SCK CS

SPI0

MOsI
MISO
SCK

SPI Slave 2 SPI Slave 3

SPI1

MOSI MISO SCK CS MOSI MISO SCK CS

MOsl
MISO|
SCK

GPIO Block

SPI0:CS0
SPI0:C51

SPI1:CS0
SPI1:CS1

4.8 I2C* Interface Driver

The I2C and GPIO components are_contained within the same PCI function and share
resources as a consequence. The I2C register interface is 100% compatible with the
upstream i2c-designware-core driver.

Intel® Quark™ SoC X1000
Software Developer’s Manual for Linux* February 2016
16 Document Number: 330235-005US
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4.9

Note:

Note:

February 2016

This register interface is incorporated in the intel grk gip driver, which provides a
standard I2C interface when loaded. The GIP interface can be loaded in either MSI or
non-MSI mode using the commands:

modprobe intel grk gip
or

modprobe intel grk gip enable msi=0

In either case, loading this driver and using the command modprobe i2c-dev
populates:
/dev/i2c-0

Once populated, it is possible to communicate with downstream I2C devices using the
standard Linux* API to interact with the I?C bus.

To load the I2C driver in isolation (that is, without the GPIO enabling logic contained in
the GIP block), type:

modprobe intel grk gip gpio=0

or

modprobe intel grk gip gpio=0 enable msi=0

The GIP block defaults the I2C devices to fast mode operation (400 kHz). To set to the
standard mode operation (100 kHz), type:
modprobe intel grk gip i2c_std mode=1

Alternatively, you can set the i2c_std_mode parameter to “1” in the platform data
(intel_qrk_gip_get_pdata) section of the Intel® Quark™ SoC X1000 Software.

GPIO Interface Driver

This driver is different from the one described in Section 6.1, “Legacy GPIO” on
page 24.

The GPIO and I2C components are contained within the same PCI function and share
resources as a consequence. This GPIO interface is a new register interface and is
enabled by the GPIO section of the intel grk gip device driver module.

In the Intel® Quark™ SoC X1000 Datasheet, these pins are referred to as GPIO[7:0].
These GPIO pins are interrupt-capable. They support rising/falling edge-triggered
interrupts (but not both edged interrupts) and high/low level-triggered interrupts.

To load the GPIO driver in isolation (that is, without the I12C enabling logic contained in
the GIP block) type:

modprobe intel grk gip i2c=0

or

modprobe intel grk gip i2c=0 enable msi=0

MSIs are enabled by default. Disabling MSIs is not recommended for performance
reasons.
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Table 4. Intel® Quark™ SoC GPIO Interface Pin Table
Linux GPIO Well Pin Name
gpio8 Core GPIO[0]
gpio9 Core GPIO[1]
gpiol0 Core GPIO[2]
gpioll Core GPIO[3]
gpiol2 Core GPIO[4]
gpiol3 Core GPIO[5]
gpiol4 Core GPIO[6]
gpiol5 Core GPIO[7]
4.10 Ethernet Interface Driver (STMMAC)
The STMMAC driver upstream in the Linux* kernel is nearly entirely compatible with
Intel® Quark™ SoC X1000, with some minor updates to the DMA component of the
STMMAC driver. This update to STMMAC is based on modification of the upstream
driver.
In addition to the necessary DMA enumerating descriptors in STMMAC, additional
Intel® Quark™ SoC X1000 specific silicon-enabling enhancements have been made to
the standard STMMAC. The enhancements include:
e VLAN
— Hardware filtering has been added
— Maximum number of hardware filtered VLAN tags is 16
— Tag ID range 0 - 15
The following commands demonstrate how to load the STMMAC in either MSI or
non-MSI mode.
modprobe stmmac_pci
or
modprobe stmmac_pci enable msi = 0
Note: MSI mode is enabled by default.
4.10.1 VLAN

The standard Linux* commands ip or vconfig can be used to add or remove hardware
accelerated VLAN tag filtering entries in STMMAC.

The following commands demonstrate how to add VLAN # 5:
vconfig add enp0s20£f6 5
ifconfig enp0s20£f6.5 xxx.yyy.zzz.qdq

Once setup is complete, VLAN frames with tag ID 5 are processed by Intel® Quark™
SoC X1000 while other Ethernet frames with different tags are not processed by
hardware and do not raise interrupts to the core.

To remove a hardware filtered VLAN interface, enter the command:
vconfig rem enp0s20£6.5

Intel® Quark™ SoC X1000
Software Developer’s Manual for Linux* February 2016

18

Document Number: 330235-005US



[ ®
Intel® Quark™ SoC X1000 Drivers—Intel® Quark™ SoC X1000 l n tel >

4.11

Note:

Note:

4.12

February 2016

Userspace I/0 Subsystem (UIO) enabling for GPIO

A UIO interface is added to the Intel Quark SoC GPIO Interface Driver and Intel Quark
SoC Legacy GPIO Driver. This allows the user to bypass the default gpiolib sysfs
methods.

To enable this interface, make the following kernel configuration changes:
CONFIG INTEL QRK GIP = m
CONFIG GPIO SCH = m

CONFIG INTEL QRK GPIO UIO = y

The UIO interface is non-coherent with the default gpiolib sysfs methods. The UIO
interface is not able to make atomic changes to the GPIO registers but the default
gpiolib sysfs methods are able to. Changes made by the default gpiolib sysfs
methods would be overwritten by the UIO interface in a race condition.

The current driver architecture requires the Intel Quark SoC GPIO Interface Driver and
Intel Quark SoC Legacy GPIO Driver to be built as modules to enable the UIO interface.

Enable TPM in Yocto OS

The following changes are required to enable TPM module for CrossHill secure
platform.

Enable the following options in kernel configuration file:
CONFIG HW RANDOM TPM=m
CONFIG TCG TPM=m
CONFIG TCG TIS I2C INFINEON=m
CONFIG TCG_ INFINEON=m

Enable TPM support in Yocto recipe to load the TPM modules during boot.
In recipe: meta-intel-quark/recipes-kernel/linux/linux-yocto-quark_3.14.bb

Add the following lines at the end of the file:

# TPM
KERNEL MODULE AUTOLOAD append quark = " tpm"
KERNEL MODULE AUTOLOAD append quark = " tpm i2c_infineon"

run bitbake image-full to generate the images.

88§
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Intel® Quark™ SoC X1000 Host Bridge Drivers

5.1

Note:

Warning:

5.1.1

Host Bridge Drivers in the context of Intel® Quark™ SoC X1000 refer to drivers for
silicon functionality that are part of the Host Bridge interface on Intel® Quark™ SoC
X1000. This functionality is exposed via a side-band driver that arbitrates access to the
various components using the Host Bridge interface.
The side-band driver provides access to the following blocks of functionality:

¢ eSRAM

e Isolated Memory Regions

e Thermal

eSRAM Configuration Driver

Intel® Quark™ SoC X1000 contains a set of embedded SRAM (eSRAM). There is 512
kilobytes of eSRAM sub-divided into 128 pages of four kilobytes each. eSRAM can be
configured in a per-page manner, and eSRAM can exist in an overlay of memory in the
address space.

eSRAM is a fast access low-latency memory that has been measured on Intel® Quark™
SoC X1000 to be approximately 3x faster than DDR, in terms of CPU wait-states and
access times.

For Linux* enabling purposes, eSRAM has been configured in a per-page overlay mode.
This approach allows overlay of specific regions of memory. For example, the interrupt
descriptor table or arbitrary interrupt service routines (ISRs) can be locked into eSRAM.

Kernel virtual addresses can be can be mapped into eSRAM. The minimum granularity
for any map operation is 4 kilobytes, hence any other data within the same 4 kilobyte
address range is also mapped.

Unmapping is neither supported nor advised due to potential coherency issues when
flushing eSRAM back to DRAM.

Due to the eSRAM hardware architecture, there is a time window during the page
overlaying process whereby the DRAM page itself is not accessible. As a consequence,
users should avoid overlaying pages containing symbols used by the driver’s page-
populate routine. A fully comprehensive list may be obtained by analyzing the
subroutine call graph of intel grk_esram page populate atomic().

Userspace API Reference

A sysfs interface has been provided to configure eSRAM mappings.
e /sys/devices/platform/intel-grk-esram.0/map_range
— Allows overlaying of a kernel page given its virtual address
— Allows viewing of all current overlaid pages

e /sys/devices/platform/intel-grk-esram.0/stats
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Note:

5.1.1.1

5.1.1.2

5.1.2

5.1.2.1

February 2016

— Gives a status overview of 